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Live-Diffusion #AI Image Generation; Real-time Interaction; Multimodal Perception
Live-Diffusion is a real-time multimodal AI image generation system that can dynamically respond 
to various user interactions. This project is designed to expand creative possibilities by bridging the 
accessibility gap for zero AI-knowledge users and integrating multimodal sensation of the physical world.

Aegis: Space Maintenance Drone #SpaceTechnology; SatelliteMaintenance; IONPropulsion
Aegis is a space maintenance drone designed to repair space satellites, extending their operational 
lifespan. It integrates surgical robot controller and arms for precise operations by either astronaut or 
remote operation from earth. The drone uses an ION propulsion system to ensure its sustainability and 
continuous servicing in space.

Gaudi-Vision #AI; Cultural Heritage; Image Transformation; Art and Technology
Gaudi-Vision is an interactive project that transforms user uploaded images into Gaudi’s aesthetic. The 
project utilizing AI technology to provide an alternative solution to the population and preservation of 
culture heritage.

Beyond Ink-wash #Generative Art; Digital Ink-wash; Creative Coding; Culture Heritage
Beyond the Ink-wash is an interactive digital system that recreates the elegance of traditional Chinese 
ink-wash paintings through modern programming technologies. The project empowers users to draw 
a personalized ink-wash artworks though body interaction, offering an interactive experience with the 
traditional ink-wash paintings.



Live
Diffusion
Real-time Interactive AI Image Generation System

> The Live-Diffusion project aims to enhance the interactivity of 
current image-generation AI by integrating a multimodal sensory 
system. The system can dynamically respond to various user 
interactions and environmental data. By integrated user-friendly 
interface, the system can also expand creative possibilities by 
bridging the accessibility gap for zero AI-knowledge users and 
receiving multimodal sensation from the physical world.
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>  Current AI products are capable of receiving prompts, parameters, images, 
and videos as input. However, these systems lack the ability to process 
real-time data from dynamic sources such as webcams or sensors directly. 
This limitation means that while AI models can work with pre-recorded or 
static inputs, they cannot yet respond instantly to live environmental 
changes or user interactions captured through real-time hardware, hindering 
the development of fully interactive AI experiences.

cd Live-Diffusion/Background

./Limited_Interactiveness

./Accessibility_Gap
>  Although a significant number of people express interest in AI 
technology, only a few possess the foundational knowledge required to 
develop generative models effectively and fully harness AI's potential.

91 % 18 %63 %

./Steep_Learning_Curve

Interested 
in AI Tools

Respondents

Have Used 
AI Tools before

Are Proficient 
in AI Tools

Interviewees Interviewees

Proficiency

Time

Prompting 
Developing expertise in crafting 
effective and precise prompts. 
Understanding how the AI interprets 
and responds to different phrasing 
to achieve the desired outcome.

Parameter Adjustment
Systematically adjusting and 
optimizing the parameters of a model 
or system to enhance its performance.

Environment 
Configuration
Preparing the system by installing 
and setting up essential libraries, 
frameworks, and dependencies for GPU 
acceleration.

Model Benchmarking
Evaluating and comparing the 
performance of different AI 
models to determine which model 
performs best under specific 
conditions.

Complex Pipeline
Enhancing by modules like ControlNet 
and LoRA, which guide the output using 
specific inputs such as poses, edges, 
or depth maps.

Model Fine Tuning
Adjusting a pre-trained AI 
model's parameters using a 
smaller, specific dataset to 
improve its performance on a 
particular task.

>  Learning AI image generation 
presents a considerable 
learning curve, demanding a 
comprehensive understanding of 
various technical aspects to 
achieve results that align with 
expectations. 



> The system shall prioritize user accessibility 
by translating complex AI industry jargon into 
clear, comprehensible language and providing a 
user-friendly interface that welcomes users of 
all technical backgrounds.

concept cd Live-Diffusion/Concept 

./Objectives
Real-time Interaction

Multimodal Perception

User Accessibility

> The system shall harness various input signals 
in real-time to create AI-generated images that 
adapt dynamically based on user interactions, 
providing an immersive and responsive experience. 
This will involve continuously monitoring and 
interpreting input data from hardware or software 
sources.

> The system shall employ multimodal perception 
by integrating inputs from a range of sensors 
to create dynamically responsive AI-generated 
images, enhancing artistic expression through a 
blend of environmental and physiological data 
from various sensors.

./System Design

Read 
Sensors

Receive
Webcam

Merge Data
Send Prompt

AI Image
Generation

Projected
On Stage

Loop
in Real-time

./Technology Feasibility>

Receive Data
ESP32 

Merge Data
TouchDesigner

Process Data
ComfyUI

> ESP32 is capable for 
Receiving Data from different 
sensors and send to computer 
using Serial Port.

> TouchDesigner can Get Webcam 
Images and Read Serial Port. It 
also has the ability for Merge 
These Data and Send to AI backend.

> ComfyUI can Read and 
Process Merged Data send from 
TouchDesigner and Load Different 
Models to Generate Images.

Serial Ports

TCP/IP Ports

TCP/IP Ports

USB Ports
JSON & Base64



deployment
cd Live-Diffusion/Deployment 

./Sensor_Reading_Collection

Light Sensor

Temperature and 
Humidity Sensor

Li-ion
Battery Pack

ESP32
Data Sender

Lithium Battery 
Charge Module

Rotary 
Potentiometer

Rotary 
Decoder

ESP32
Data Receiver Set up ESP-NOW communication, defining 

data structure and peer information, 
then send sensor data with delivery 
status feedback.

sendData() 

Use DHT module and analogRead() to 
get readings from different sensors.

sensorRead() 

Receive data using ESP-NOW, and 
update parameters that assigned to 
sensor data.

receiveData() 

Handle a rotary encoder interrupt 
by updating position value based 
on rotation direction.

encoderHandler() 

Send data in a predefined 
structure through serial port.

serialUpdate() 

./Code_Snippets

Sender 
Side

Receiver 
Side

ESP-NOW
Wireless Protocol

> In the coding process, the 
codes mainly consist of five 
functionalities as follows:

Computer

> The reader side is responsible for getting sensor readings and sending them to the receiver 
side using ESP-NOW protocol. The receiver takes care of receiving readings and prints in the 
serial port with the knobs' readings. They control either prompt or parameters separately.

Serial
Port

Arduino

(TouchDesigner)



./Data_Execution ./AI_Image_Generation

Camera
Feed

ComfyUI 
API

TDComfy
Module

Keyboard
In Prompt

Base64

Serial
Read

Para-
meters

Image

Camera 
Image

Parameters

Prompts

ComfyUI
Workflow

KSampler
VAE Decode

Generated
Image

TCP/IP 
Ports

TCP/IP 
Ports

TouchDesigner ComfyUI
./UI_Display
TouchDesigner

Prompt

Para-
meters

AI Models
(Stable Diffusion)

ControlNet

Output
Window

UI 
Elements

./Code_Snippets Python./Nodes_Modules TouchDesigner

Split data received from Serial Port
Split Data 

Build simple UI using TouchDesigner.
Translate Parameter Jargons

UI Deployment
Achieve button function using Python code.
Button

Stream Button Press 
function code.

buttonPress() Load Preset function can change the 
prompt and non-sensor parameters in 
one click.

loadPreset()
Save favorable generated images 
into local disk storage with 
current parameter and time.

saveImage()
Assign received value 
from serial to TD DAT.

assignValue() Change parameter 
value using keyboard 
in case of emergency.

changeValue()

UI Interface



cd Live-Diffusion/Outcome 

Presenting and Exibiting @IMA Gallery Exibiting @NYUShanghai Halloween Event

Generated Images

TouchDesigner 

outcome

Sensor & Controller

Webcam Images

Presenting @Undergraduate Research SymposiumSample System User Experience
cd Live-Diffusion/Outcome

















Gaudi - Vision Inspiration Background
Gaudi's Biographical Overview
Antoni Gaudí was born on June 25, 1852, in Reus, Catalonia, Spain, into a family 
of coppersmiths. He moved to Barcelona for his studies in architecture at the 
Provincial School of Architecture, graduating in 1878. Gaudí's career is inextricably 
linked with Barcelona, where his most notable works are located. His unique 
approach to the Modernisme movement, which incorporated a variety of styles 
and techniques, along with his devotion to nature, religion, and Catalan culture, 
distinguished him early on. Gaudí's architecture evolved significantly over his 
lifetime, from a Victorianism style to more natural and organic forms that defined 
his later works. Despite facing criticism for his avant-garde style during his lifetime, 
Gaudí's legacy has grown substantially over time, and he is now celebrated as a 
visionary in modern architecture. His contribution to the Modernisme movement 
and his innovative use of materials and structural solutions have cemented his 
status as one of the most influential architects of the 20th century.

Philosophical and Inspirational Underpinnings

Key Features of Gaudí's Style
Gaudí's architectural style is distinguished by its integration of natural forms, 
vibrant colors, textured surfaces, and organic shapes. He was inspired by his 
deep appreciation of nature, which is evident in the fluidity and organic quality 
of his designs. Gaudí often employed the use of trencadís, a mosaic made 
from broken tile shards, to add vibrant textures and colors to his buildings. 
This technique, along with his innovative use of materials like ironwork for 
ornamental purposes, became hallmarks of his work. Gaudí's architecture 
is also known for its complex geometric forms, which were often inspired 
by natural structures, contributing to the unique and unmistakable style that 
defines his contribution to the Art Nouveau movement.

Gaudí's work was deeply influenced by his religiosity, a profound fascination 
with nature, and the integration of Catalan cultural symbols. His devout 
Catholic faith inspired the spiritual symbolism that permeates his work, 
particularly evident in the Sagrada Família. Gaudí's observation of nature 
influenced his architectural forms and structures, leading him to mimic natural 
shapes and utilize them in innovative structural solutions. Additionally, Gaudí's 
designs often include elements of Catalan nationalism, reflecting his pride in 
his heritage. These influences combined to create a body of work that was 
both deeply personal and universally appealing, marking Gaudí as a pioneer 
in integrating philosophical and cultural dimensions into architectural design.

Wuhan Architecture

Style of Gaudi's  Architecture

AI Image Generation Model

Stable Diffusion
Model

Google 
DeepDream

OpenAI
DALL-E



Key Features of Gaudí's Style

Organic and Natural Forms
Gaudí often drew inspiration from the 
natural world, mimicking the shapes 
and structures found in nature. His 
work is characterized by curves, 
undulating lines, and forms that reject 
rigid geometric shapes in favor of 
those that reflect the irregularity and 
elegance of nature.

Gaudí utilized the catenary arch, 
which is the curve that a chain or rope 
forms when supported at its ends and 
acted upon by gravity. This principle 
was used to create structures that 
are both aesthetically pleasing and 
architecturally sound, evident in many 
of his works.

Catenary Arches and 
Parabolic Structures

Trencadís Mosaics
Gaudí extensively used trencadís, 
a technique involving broken pieces 
of ceramic tiles, glass, or stone, to 
create vibrant mosaics. This technique 
allowed him to play with color in an 
almost painterly fashion, creating vivid, 
textured surfaces that catch the light 
and bring his structures to life. 

Symbolism
Gaudí's buildings are rich in Christian 
symbolism and personal reflections. 
Incorporating symbolic elements can 
add layers of meaning to a structure, 
making it not just a building but a 
narrative in stone and mortar.

Structural Innovation
Gaudí was not only an artist but also 
a pioneer in structural engineering. He 
experimented with new construction 
techniques, such as using tilted 
columns and hyperbolic paraboloid 
structures, to achieve both strength 
and aesthetic uniqueness.

Material and Color Harmony
Gaudí also had a keen eye for selecting 
materials that naturally possess vibrant 
colors, such as the use of different types of 
stone, ceramics, and glass. He combined 
these materials in ways that their natural 
colors complemented the overall palette of 
his designs, as seen in the Casa Vicens, 
where the use of brightly colored tiles 
contrasts with the natural tones of the brick 
and stone.

AI Generative Image
Overview of Artificial Intelligence in Art

Ethical and Aesthetic Considerations

Relevant AI Techniques 
For a project aiming to emulate Antoni Gaudí's architectural style using AI, specific 
technologies such as neural networks, deep learning, and style transfer techniques are 
pivotal. Neural networks can analyze Gaudí's designs to understand the underlying 
patterns and characteristics unique to his style. Deep learning allows the AI to process 
these complex datasets, improving its ability to generate accurate representations over 
time. Style transfer, a technique used to apply the stylistic elements of one image to 
another, could be directly applied to architectural designs, enabling the AI to reimpose 
Gaudí's distinctive aesthetic onto modern architectural forms. These technologies 
collectively facilitate the AI's ability to interpret and replicate Gaudí's complex artistic 
style in architecture, offering a new lens through which his work can be appreciated and 
extended.

Using AI to recreate or innovate upon human artistic styles raises several ethical and 
aesthetic considerations. Questions of authorship and authenticity emerge, particularly 
concerning the originality of AI-generated works and their fidelity to the human artists' 
intentions. The preservation of artistic integrity is also a concern, as the use of AI 
challenges traditional notions of creativity and the artist's unique touch. Projects like 
this navigate these issues by focusing on the collaborative aspect of AI in the creative 
process, viewing AI as a tool that extends the human capacity for innovation rather 
than replacing it. Ethical guidelines and transparent methodologies can help maintain 
the balance between honoring the original artist's legacy and exploring new creative 
frontiers.

1956
1960s

1970s
1980s 2020s2000s

2010s1990s Today
Apperence of the term
“Artificial Intelligence"

Early Algorithmic 
Art

AI-Generated 
Gaudi-Style Images

Objective

Develope
AI Model

User Input

Architectural
Design

Educational
Tools

Cultural
Preservation

Project Concept
From Gaudi Style to AI Generation and Interactivity

Applications and Impact

Capture the spirit of Gaudi's architecture 

Recreate Gaudi’s style in new designs

Creative exploration 
in architecture

Accessible design 
capabilities

Keeping Gaudi’s 
legacy alive

Data preprocessing
Model training with Gaudi-style images

IdentiÞcation of key stylistic elements
Integration of artistic vision

Customization of designs

Interactive reÞnement of generated images

User feedback to 
improve model

High-detail images

Consistency with Gaudi’s style

Expansion of AI in 
Creativity

Integration with 
Digital Tools

The Internet and 
Neural Networks

The Age of Machine 
Learning

The Rise of 
Generative Models

AI Becomes a 
Medium 



Modeling Process
1. Choose Diffusion Backend

3. Self-train Lora Model 5. ComfyUI workflow parameter and combination adjustment

4. Set Control Net

2. Choose Diffusion Model

To make the AI re-drawing function work, I first experiment with several ways 
that can make it work. And Choose the one with the best performance.

Using several Gaudi Architecture Photography works to train a Lora Model

Problem found:
- Depth produces a significant difference from the original image but it is closest to Gaudi’s style
- Canny is the most loyal to the original image but it will lose Gaudi’s nature curve on the edge of 
the architecture

Solution:
After many attemptions, I found a way to merge these two features together.
- Use Canny to guide the first half of the image generation
- Use Depth the guide the last half of the image generation

At the beginning, we use the image to follow the original image to have a proper “base”. After the 
base is established, we can use depth controlnet to add more gaudi elements and features to it.

v1: Test the feasibility of the system / Technical validation

v2: Explore the system further / Test more ControlNet models, Find the model 
that has the best performance

v3: make slight changes to the parameters / explore more ControlNet models, 
and make an image grid for better comparison

v4: Finalize two ControlNet models / Get the best performance

v5: Merge two ControlNet models / Utilize the best part of each ControlNet 
Model

After V5: adjust the parameters and the prompts to find the best result

Since it’s impossible for using a weak GPU to train a well performed Diffusion 
Model, I decided to use a well-trained Diffusion Model with a Lora Model to 
guide its style to make it as close as Gaudi

After Comparing the most popular and well-performed model for realistic 
image generation, we choose the Realistic-Vision V6.0 as our base model

  ComfyUI

Stable 
Diffusion 1.5 
base model

Realistic 
Vision V60B1_
V51HyperVAE

Architecture 
Real Mix v1.1

Realistic 
Vision V60B1_
V60B1VAE

Easy Diffusion Automatic1111

V1 V4

V2
V5

V3

Pros: 
Powerful & Customize

• Instinct node Interface
• Powerful Node 
• Support API 

Cons: 
Learning Curve

• Node interface is hard to 
operate for beginners

Pros: 
Intuitive UI

•   Simple Interface

Cons: 
Simpliciy

• Limited Functionality
• Hard to Modify

Pros: 
Most Stable        

• Powerful Pre-set 
Functionalities 
 
 

Cons: 
Customizability

•  Hard to Modify



User interaction processDeployment flow & Censorship Coding

This project is deployed in China Architecture Science and 
Technology Museum.  After confirming the work flow and 
site information with them, I designed a more detailed user 
interaction that display the generated images both on the big 
screen and user mobile phone.

Step 1

Step 2

Step 3

User Send Image

Server Fetch Image

Use LAN as the bridge 
for image communication. 
(Limit access)

Nodejs Server Web-based Mobil UI

Image Cloud Check Send Image Display Image

Use node.js to establish 
a TCP/IP port for image 
upload and save the 
uploaded file to the local 
database

You can find the full code at the 
following link：
https://github.com/Hyperillion/Gaudi-
Vision/

Scan QR code to access UI 
(UI background is Gaudi Sagrada Familia)

UI provides a button to upload images 
for image review (architecture only)

Includes user terms and disclaimers: 
images are for this test only, not for 
commercial use, generated images 
do not represent the position of the 
Museum of Science and Technology, 
uploading represents a shared image 
that the Museum of Science and 
Technology has the right to use, and 
so on.

The user clicks on the upload image 
button and enters the system image 
selection interface.

After the generation is finished, the image will appear 
on the big screen (duration of image appearance: 15s). 
At the same time, the UI on the mobile phone displays 
the generated image, and the user can save it with a 
long press.

Then the user waits 
for the picture to be 
generated and a 
progress bar appears 
on the mobile 
phone to inform the 
user of the current 
processing progress.

Select image
Upload Image

Image is being 
reviewed

Image generated 
successfully

Not Passed.   STOP

Passed

Call ComfyUI API for 
image generation

Display on User UI&Screen

Censorship using ChatGPT 
API first, and found it has 
a very slow response time 
and requires VPN since the 
Chinese Government has 
blocked regular access to it.

Censorship using Alicloud 
then, found it can’t 
precisely filter out the 
political architectures

Tencent Cloud SDK
For Webbased 
Censorship

Not 
Passed.   
STOP

Passed: 
Store in
Database

Tencent Cloud has the 
best performance



Final outcome

Feedback From Audiences

This project is very interesting, and the generated images look quite similar to Gaudi's 
architecture. Children love playing and want to upload every picture to try.

It feels quite innovative, reproducing Gaudi's style in an AI way. I just feel that the degree 
of restoration can be a little higher.

I really like this project. The use of AI at the end of the entire exhibition hall continues 
Gaudi's aesthetics, symbolizing Gaudi's eternal artistic value. It happens to be located 
behind this eternal Gaudi section, which has a strong sense of inheritance.

Gaudi Architecture AI Workshop



beyond
ink-wash
Interactive & Generative Ink-wash Painting

Beyond the Ink-wash is an interactive digital system that recreates 
the elegance of traditional Chinese ink-wash paintings through modern 
programming technologies. The project empowers users to draw a 
personalized ink-wash artworks though body interaction, offering an 
interactive experience with the traditional ink-wash paintings.

may 2023



Inspiration
Ink-Wash Aesthetics

Collision of Modern and Tradition

My inspiration starts from the visual style of traditional Chinese 
ink-wash paintings which is known for the minimalistic and 
expressive representation of nature and landscapes. In my project, 
I hope I can create a virtural ink-wash world that beyond just 
paintings.

Ink Diffusion

Light and Shadow

Subtle Gradients

Fluid Textures

As for the Ink-wash paintings, it already has thousands of years 
of history. However, the coding can be treated as the product of 
contemporary invention. This project can demonstrate how technology 
can serve as a bridge between traditional art forms and modern 
interactive experiences.

Ink-wash Painting
Tang dynasty
618AD

Programming
England
1843

Digitalize Ink-Wash Art Creation
I hope I can preserve the cultural heritage of ink-wash art while 
modernizing it through digital mediums. Through this process, the 
in-wash painting can be transformed from the exclusive mastery into 
an accessible and interactive experience.

Broader Accessibility
The project wants to invite audiences of all ages, cultural backgrounds, 
and artistic abilities can engage with the rich tradition of ink-wash 
painting. By simplifying the creative process through an interactive 
and intuitive platform, it opens the door for more people to explore 
and appreciate this art form without the need for prior training or 
expertise.

Draw in
Traditional
Brush

Draw in
Mouse &
Body



deployment
Visual Reference
To be honest, I’m not that good at painting. To make the project embed the 
most intuitive ink-wash painting aesthetics, I chose a human-made ink-wash 
painting as my visual reference.

Mountain in the Background Lake/River

Boat in the LakeWillow Leaves

The mountains are covered by the light fog, 
giving the audience a sense of soft silence. 
It also has a significant brushwork on the 
mountain’s edge, which becomes the most 
challenging part of reproduction.

When the water is still, it becomes almost 
transparent which is quite hard to make the 
audience realize its existence. But when the 
weather is rainy, the raindrops can easily 
interact with the water and we can use ripples 
to visualize the water flow.

The willow leaves are another challenge that 
I’ve encountered in this project. I decided 
to use a spring and ball structure to code 
the willow due to its hanging features.

The boat can be treated as one of the element 
that makes the project vivid. The boat can 
bring an active and life-like element to the 
whole frame.

Mountains and hills
V1: Initially, the project employed lines according to Perlin Noise to 
generate mountain shapes, but this approach lacked the soft, organic 
diffusion that characterizes traditional ink-wash painting.

V2: After observing the limitations of using lines to draw mountains, 
it was suggested to explore a particle system to better replicate the 
ink diffusion style. A particle system allows for dynamic simulation of 
ink flow, mimicking how ink naturally spreads on absorbent paper with 
variations in density and gradients.

For Code See: https://editor.p5js.org/Hyperillion/sketches/GTJrPpcya

For Code See: https://editor.p5js.org/Hyperillion/sketches/rqnMZKT9E

V3: To make the hills appear more realistic and harmonize 
seamlessly with the river in the center, I implemented a system 
where the hills' height dynamically responds to the x-position of 
the canvas. This approach creates a natural flow and alignment 
with the river's path. Additionally, by varying the hill heights 
with each iteration of drawings, the system introduces subtle 
variations that enhance the sense of depth and perspective, making 
the composition feel more organic and visually engaging.

For Code See: https://editor.p5js.org/Hyperillion/sketches/mrrv_9Lxj

Water Reflections
When the particles are drawing the hills, I generate a mirrored 
particles to draw the water reflection to make the more realilstic. 
I added sin Value on it to simulate the water ripple effect.

For Code See: https://editor.p5js.org/Hyperillion/sketches/mrrv_9Lxj



Boat & Ripples
Incorporating boat with ripple effects 
adds a crucial layer of realism to the 
water, capturing the subtle dynamics of 
its surface.

Bird Flocking System
The bird flocking system is built using 
a dynamic flow field generated by the 
provided code, which calculates angles 
for movement based on Perlin noise 
values.

Willow Leaves
The willow leaves are designed using a 
spring system, allowing them to respond 
dynamically to wind and other forces in 
a lifelike manner.

Animated Bird movement using 
vertex shape

For Code See: https://editor.p5js.org/Hyperillion/sketches/svewtRYw2

Draw Willow leaves using 
vertex shape and erase()

For Code See: https://editor.p5js.org/Hyperillion/sketches/68yiMsrfj

Gravity and Force System
In order to create a realistic environment, implementing a gravity 
system is essential for simulating natural interactions between 
objects and other dynamic components behave realistically as they 
would in the physical world.

For every object in the system including raindrops, forces 
acting upon it are calculated in real-time, and its velocity is 
dynamically updated based on its mass and the cumulative forces.

Ink-wash style boat with 
cos()+Perlin Noise to 
simulate the floating 
effect on the water.



outcome future development
Currently I'm working further on digitalizing ink-wash aesthetics into 
3D world. Here is a customize shader I worte in threejs that reproduce 
the ink-wash style.

Presented on IMA end-of-semestershow



For more projects information, please visit my portfolio website:

https://andyyejr.gitlab.io/portfolio-en


